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▌Tensor Factorization problem
● One adjacency matrix per relationship

● This is not new!

▌Latent Models

● Scoring function operating on latent space

● At a high level, relationships can be seen as operations/transformations 
operating on the entities

● Parameter sharing between head and tail arguments

▌Relational Models

● Extraction of relational features (e.g. via rule miners such as AMIE+)

● Scoring function operating on relational features

▌Evaluation Metrics
● Queries of the type (h, r, ?) or (?, r, t)

● MRR is the most informative evaluation metric

Quick Reminder
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Failing with Latent and Relational Models
Latent Models

▌“Compositionality” [Guu et al.,2016] 
⚫ They perform random walks in the KG and recursively apply the same  

transformation

▌Perform two random walks in the graph:

(John, has-ancestor, lives-in, LA)

(John, born-in, LA)
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Failing with Latent and Relational Models
Latent Models

▌Apply the same transformation recursively (e.g. TransE):

▌If this happens this very often, then:

▌This amounts to learn the horn rule:

(h, has-ancestor, x) ^ (x, lives-in, t) -> (h, born-in, t)

has-ancestor ^ lives-in -> born-in

+ ≈+

+ ≈

John

John

ancestor lives-in LA

born-in LA

+
ancestor lives-in born-in

≈
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Failing with Latent and Relational Models
Latent Models

▌Let’s perform two more random walks:

▌This happens this very often, then:

▌Only possible if the embedding for ancestor is 0…

▌… but this would collapse the embeddings of John, 

Mary and Peter to the same point. Not good…

+ ≈+

+ ≈

John

John

ancestor ancestor Peter

ancestor Peter

+
ancestor ancestor ancestor

≈
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Failing with Latent and Relational Models
Relational Models

▌For relational models to learn the predictive power of paths is easy.

⚫ As long as we have enough examples of each path

▌But the number of possible paths grows exponentially with the 
number of relationships and length of the path

has-ancestor ^ has-ancestor

has-ancestor ^ has-ancestor ^ lives-in

has-ancestor ^ lives-in

(born-in)-1 ^ has-ancestor

(born-in)-1 ^ has-ancestor ^ has-ancestor

Try this
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Failing with Latent and Relational Models
Relational Models

▌We cannot mine all possible paths in a graph
⚫ No paths, no party!

▌[Neelankatan et al.,2015; Gardner et al.,2015] used relational 
features other than paths
⚫ Path-bigram features

⚫ One-sided features

▌For medium/large KGs the space of possible relational features is huge
⚫ AMIE fails to obtain rules whose bodies are of up to 2 atoms in the Decagon data set (20k entities 

and 1k relation types) [Zitnik et al., 2018]
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Failing with Latent and Relational Models
Take-Home  Message

▌Latent methods learn (at least) entity type information

▌Latent methods very helpful for sparse KGs

▌Latent models fail at learning very simple horn rules

▌Dichotomy of relational features: either work perfectly or fail 
completely (random)

▌Relational features outperform embedding methods on KBs with 
dense relational structure
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Failing with Latent and Relational Models

▌Can we use latent models in conjunction with “simple” relational 
features?

▌Acknowledgement: There are a number of recent approaches [Rocktaschel
et al.,2015; Guo et al.,2016; Minervini et al.,2017] that combine relational 
and latent representations by explicitly incorporating known logical rules into 
the embedding learning formulation

▌[Guu et al.,2016] implicitly learns these logical rules! But we have learned 
that latent models have problem to learn a simple rule like:

has-ancestor ^ has-ancestor -> has-ancestor

▌In general, they have problems to learn rules wherein the relationship of the 
head of the rule also appears in the body:

rel_1 ^ rel_2 -> rel_1

rel_1 + rel_2 ≠ rel_1 (TransE)

rel_1*rel_2 ≠ rel_1 (distMult, RESCAL)
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Simple Link Prediction in KGs

▌Learn from all available information in the knowledge graph

▌Latent and Relational models only use graph structure information

▌[Wang et al.,2016; An et al.,2018] exploit textual information of 
entities and relationships

▌What about other data modalities?
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Simple Link Prediction in KGs

▌KG is given as a set of observed triples of the form (h, r, t)

▌We aim to combine an arbitrary number of feature types F

▌KBlrn [Garcia-Duran et al.,2017a]: It is a product of experts 
approach wherein one expert is trained for each (relation type r, 
feature type F) pair

● We focus on latent, relational and numerical features

● Generally, we may have more than an expert for the same feature type



16 Neural Link Prediction for Multi-Modal Knowledge Graphs

Simple Link Prediction in KGs
KBlrn

▌Product of Experts [Hinton,2000]:

where c indexes all possible vectors in the data space

▌From [Hinton,2000]:

“… so long as pm  is positive it does not need to be a probability at all …”
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Simple Link Prediction in KGs
KBlrn: Latent Expert

▌We pick a latent model (e.g. distMult)

▌and force its output to be positive

s(  ,  ,  ) =
eh et er

*
.(    )

d = (h, r, t)
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Simple Link Prediction in KGs
KBlrn: Relational Expert

▌Horn rules whose bodies have up to 2 atoms

▌We use AMIE+ for the mining of closed horn rules

▌“Bag-of-paths” for each relationship

▌Relational expert:

Senso-ji

locatedIn capitalOf

Tokyo Japan

locatedIn

d = (h, r, t)
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Simple Link Prediction in KGs
KBlrn: Latent and Relational Expert

▌Product of Experts:

▌KBlr:



20 Neural Link Prediction for Multi-Modal Knowledge Graphs

Simple Link Prediction in KGs
KBlrn: Learning

▌In practice this amounts to…

1. Sample N negative triples per positive triple

2. Compute scores of embedding and relational model for each

3. Sum scores and apply softmax function

4. Apply categorical cross-entropy loss

d = (h, r, t)
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Simple Link Prediction in KGs
KBlrn: Performance

▌Competitive with more complex KB completion models

▌FB15k, FB15k-237, FB122, WN18

Metrics:
MR: Mean rank of correct triple

MRR: Mean reciprocal rank

Hits@1: Percentage of correct triples ranked 1

Hits@10: Percentage of correct triples ranked in the tope 10



22 Neural Link Prediction for Multi-Modal Knowledge Graphs

Simple Link Prediction in KGs

▌Numerical information is very common in knowledge bases 
(DBpedia, Freebase, YAGO, etc.)

▌Examples: geocoordinates, elevation, area, birth year, …

Tokyo
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Simple Link Prediction in KGs

▌How to learn from them?
● Concatenate everything into a vector and pass it to whatever NN 

▌Observation: even though numerical features are not distributed 
according to a normal distribution, usually the difference between 
the head and tail arguments is
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Simple Link Prediction in KGs
KBlrn: Numerical Expert

▌We use the difference values n(h,t) and the fact that they often 
follow a normal distribution. Why?

▌Numerical Expert:

where 

▌Learning from the residual of the underlying linear regression model!

▌The output of the RBF is a value between 0 and 1

n(h,t)  = nh - nt N(c, σ) = nh - nt nt = nh + N(c, σ) 
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▌Simple extension of previous model

▌Difference of numerical features + RBF layer

▌All parameters of the model are learned end-to-end

Simple Link Prediction in KGs
KBlrn: Training



26 Neural Link Prediction for Multi-Modal Knowledge Graphs

Simple Link Prediction in KGs
KBlrn: Performance

▌Numerical features helpful for KB completion

Metrics:
MR: Mean rank of correct triple

MRR: Mean reciprocal rank

Hits@1: Percentage of correct triples ranked 1

Hits@10: Percentage of correct triples ranked in the tope 10
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Simple Link Prediction in KGs
KBlrn: Performance

▌Let’s have a deeper look at the relational expert:

▌What happens if we use a function other than a RBF:
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Simple Link Prediction in KGs

▌What about a KG of visual data?

▌VisualGenome [Krishna et al.,2015]
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Simple Link Prediction in KGs

▌A KG where relationships hold between pairs of images?

▌We crawled images from search Engines using FB as a blueprint
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Simple Link Prediction in KGs
Query Types

Given two unseen images, predict the

relationship

Given an unseen image and a relationship,

retrieve related images

Tokyo

Japan

Gotoh Museum
Murasaki Shikibu

lo
c
a
te

d
In

Sensō-ji

1

2

H T

Japan

locatedIn

Tokyo

?

H T
hasArtAbout

Input Image Rank

Image Relationship
1 2

3
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Simple Link Prediction in KGs
Query Types

▌Zero-Shot: predicting relationships for new entities

Tokyo

Japan

Gotoh Museum
Murasaki Shikibu

Sensō-ji
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Simple Link Prediction in KGs
Query Types

▌Zero-Shot: predicting relationships for new entities

Tokyo

Japan

Gotoh Museum
Murasaki Shikibu

Sensō-ji

?

(Mushashi)
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Simple Link Prediction in KGs
Query Types

▌Zero-Shot: predicting relationships for new entities

Tokyo

Japan

Gotoh Museum
Murasaki Shikibu

Sensō-ji

?

(Mushashi)
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Simple Link Prediction in KGs
Query Types

▌Zero-Shot: predicting relationships for new entities

H T

Relationship

Japan(Mushashi)

? ?

0,5 - artOf

0,3 – locatedIn

0,1 – bornIn

0,1 – liveIn

4 Unseen image -> Seen images

H T

Relationship

Japan(Mushashi)

? ?

0,4 – artOf

0,3 – locatedIn

0,1 – bornIn

0,1 – liveIn

3 Unseen image -> Unseen image
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Simple Link Prediction in KGs

▌Image Graph [Onoro-Rubio et al.,2017]
● Acknowledgement: [Lonij et al.,2017]

● Function that learns latent representations from images

● Standard Scoring Functions
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Simple Link Prediction in KGs
ImageGraph: Performance

Relationship

Metrics:
Median – Median rank of the correct 

answer

Hits@1 – Percentage of correct answers 

ranked top 1

Hits@10 – Percentage of correct answers 

ranked in the tope 10

MRR – Mean reciprocal rank

Performance Results:

Probability based

+ 1HL (additional hidden layer)

Composition function op: difference (DIFF), multiplication (MULT), concatenation (CAT)

▌Given a pair of unseen images for which we do not know their 
KG entities, determine the relations between these underlying 
entities

1
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Simple Link Prediction in KGs
ImageGraph: Qualitative Results
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Simple Link Prediction in KGs
Summary

▌Advantages & Disadvantages of:

● Latent models

● Relational models

▌KBlrn:

● A learning framework that combines multiple experts

● Reasoning with numerical information

▌Image Graph:

● A KG enriched with visual information

● Novel visual query types

● Zero-shot learning
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Simple Link Prediction in Temporal KGs

▌Research on link prediction has mainly focused on static KGs.
● What about time information? 

▌Freebase, Yago, DBpedia… They all have time information in the 
original dumps

▌Example of Temporal KG
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Simple Link Prediction in Temporal KGs

▌Multiple extremely sparse tensors

▌Not too much work…

● Temporal logic [van Benthem, 1995]

● Latent models [Jiang et al.,2016; Trivedi et al.,2017;Leblay et al.,2018]

▌Challenges:
● Time information is very sparse

● Heterogeneity of time information

● Point-in-Time / Intervals of time

t = 2013

t = 2015
t = 2016

t = 2017

t = 2018
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Simple Link Prediction in Temporal KGs

▌(Not really) Off-topic: Language Modeling

RNN Architecture

One representation per word

Limited vocabulary

Char - RNN Architecture

One representation per character

Unlimited vocabulary
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Simple Link Prediction in Temporal KGs

▌[Garcia-Duran et al.,2018] Incorporate time information into 
standard embedding approaches for link prediction like 

▌Trick:

▌Architecture:
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Simple Link Prediction in Temporal KGs

▌Temporal KGs

▌Queries
● (s, p, ?) / (s, p, ?, date) / (s, p, ?, temporal_modifier, date)

● (?, p, o) / (?, p, o, date) / (?, p, o, temporal_modifier, date)

▌Standard Evaluation Metrics
● MRR, MR, Hits@1, Hits@10
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Simple Link Prediction in Temporal KGs

t-SNE representations of a predicate 

sequence for different dates
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▌All data sets are available at:
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Remarks
Simple Link Prediction

▌A very important evaluation problem
● Remember KGs are far from complete…

● … but they are used as ground truth for completeness evaluation

● FB15k: (US, contains, ?)

• Around 1600 entities answer that query

• Less than 1000 of these correct completions are in the ground truth

▌Advice: Run exps. in many data sets

▌Importance of the loss & hyperparameter choices [Kadlec et al.,2017]
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Remarks
Simple Link Prediction

▌You can learn a lot!
● Experiments are relatively fast

● Implementation of these methods is easy

▌Simple Link Prediction

● Don’t do it

● There are many other interesting related-problems!
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Remarks
Interesting Problems

▌Link Prediction in Attributed KGs [Zitnik et al.,2018]
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Remarks
Interesting Problems

▌Complex Queries [Hamilton et al.,2018]
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Remarks
Interesting Problems

▌Non-Binary Predicates
● ((Alberto, Mathias), met_at, Heidelberg)

● Reification: turn n-ary predicates to binary ones

▌Entity Linking
● Specific type of query (h, sameAs, ?) / (?, sameAs, t)

▌Hierarchical Embeddings in KGs?

● [Nickel et al.,2017] learn hierarchical embeddings for taxonomies

▌Get inspiration for other problems!
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Remarks
Related Problems

▌Recommender Systems 

● Sequential Recommendation [He et al.,2017]
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Remarks
Related Problems

▌Recommender Systems 
● Reviews available [Garcia-Duran et al.,2017b]

Knowledge Graph

Recommender System
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Remarks
Related Problems

▌Recommender Systems
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Remarks
Related Problems

▌Language Modeling [Ahn et al., 2016]
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Remarks
Related Problems

▌Text Generation [Serban et al., 2016]
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Remarks
Conclusions

▌Learned the basic concepts of:

● Relational Models

● Latent Models

● Strengths & Weaknesses 

▌How to learn from modalities other than the graph structure

▌How to learn with temporal information

▌Many interesting problems to address 

● Simple Link Prediction is not one of them

▌People are using KGs in many other problems
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